
 
Economics 8838: Seminar – Econometric Theory 2 

Spring 2024 
MW 11:00am – 12:15pm 

Economics – Room 5 
 

Professor: Adam McCloskey 
Office: Economics 216A 
E-mail: adam.mccloskey@colorado.edu  
Office Hours: M 1:30 – 3:00pm 
 
Course Description  

This is a graduate-level course in time series analysis/econometrics.  We will start the 
course by covering standard topics in modeling and estimation for univariate stationary 
stochastic processes.  We will proceed to the analysis of time series data in the 
spectral/frequency domain, emphasizing the importance of estimating the long-run variance of a 
time series, which is crucial to developing standard errors for regressions with time series data.  
The course will also cover topics in multivariate time series analysis.  In particular, we will 
discuss modeling and estimating dynamic systems, including the vector autoregressive model 
and state space approaches, with applications to finance and macroeconomics.  

 
Prerequisites 

ECON 7828 – Graduate Econometrics (or equivalent) 
 
Course Materials 

The required textbook is !"#$%&$'"$(%)*+,-("(, by James D. Hamilton.  An optional 
supplemental textbook is !"#$%&$'"$(.%!/$0'-%+*1%2$3/01(, by Peter J. Brockwell and Richard 
A. Davis.  This is an excellent supplement that will be useful for certain parts of the course.  In 
my lecture notes, I will sometimes refer to this text for additional details.  Lecture notes and 
problem sets will be handed out in class.  I will add detail to the lecture notes during lecture.  
Problem sets and exam questions will be based upon both lectures given in class and required 
readings.   
 
Grades 

Final Exam (cumulative)  TBD     60%  
Problem Sets        Periodic (about four)   40%  

 
Problem Sets 

Periodic problem sets (three or four total) will be based on the textbook and material 
given in class.  Students may work together on problem sets but problem sets must be completed 
individually. 

 
Tentative Course Outline 
I. Introduction to Time Series Analysis 
 -Stochastic Processes 
 -Stationarity and Dependence 



 -Autocovariance and Autocorrelation 
4$+1"*5(: 3.1 
 
II. The ARMA Model 
 -Lag Polynomials 
 -Autocovariance and Autocorrelation Functions 
 -Stationarity and Invertibility 
 -Estimation 
 -Model Selection 
4$+1"*5(: 2, 3.2-3.5, 3.7, 4.7, 5.1-5.5, 5.8 
 
III. The Frequency Domain 
 -Spectral Density Function 
 -Periodogram and Estimation of Spectral Density Function 
 -Filtering 
 -Long-Run Variance 
 -Estimation of Long-Run Variance and Autocorrelation-Robust Standard Errors 
4$+1"*5(: 3.6, 6, 7.2, 10.5 
 
IV. Vector Autoregressive Models 
 -Structural vs Reduced-Form VARs 
 -(Partial) Identification of Structural VARs 
 -Estimation 
 -Causality 
 -Impulse Response Functions 
4$+1"*5(: 10.1, 11.1-11.2, 11.4, 11.6-11.7 
 
V. State Space Models 
 -State Space Representation 
 -Kalman Filter 
 -Applications 
4$+1"*5(: 13 
 
University Policies 
If you qualify for accommodations because of a disability, please submit your accommodation 
letter from Disability Services to your faculty member in a timely manner so that your needs can 
be addressed.  Disability Services determines accommodations based on documented disabilities 
in the academic environment.  Information on requesting accommodations is located on the 
Disability Services website. Contact Disability Services at 303



Professional courtesy and sensitivity are especially important with respect to individuals and 
topics dealing with race, color, national origin, sex, pregnancy, age, disability, creed, religion, 
sexual orientation, gender identity, gender expression, veteran 


