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MORNING SESSION

ADAPTIVE NON-SYMMETRIC SMOOTH
AGGREGATION MULTIGRID

Geoff Sanders
(Geoffrey.Sanders@colorado.edu)
University of Colorado, Boulder

Marian Brezina, Tom Manteufful (Advisor),
Steve McCormick, and John Ruge

Algebraic Multigrid has been of interest for solv-
ing large linear systems that come from discretizing
PDEs on unstructured meshes or complicated ge-
ometries. Adaptive algorithms have been devloped
that use little or no a priori knowledge about the
geometry of the problem. These methods tend to
fail on systems that are very non-symmetric. This
is a presentation of a developing algorithm that in-
tends to expand the class of problems that Adaptive
Smooth Aggregation Multigrid can handle by includ-
ing many non-symmetric problems within it.

EXPLOITING THE GEOMETRY OF
NON-NEGATIVE MATRIX

FACTORIZATION
Brad Klingenberg

(Bradley.Klingenberg@colorado.edu)
University of Colorado, Boulder

Advisors: James Curry and Anne Dougherty

With numerous applications to feature extrac-
tion, component analysis, and numerical linear al-
gebra, non-negative matrix factorization (NMF) can
provide insight into a variety of problems. Unfor-
tunately, while several iterative algorithms for per-
forming the factorization exist, convergence is slow.
An investigation into the relevant geometry provides
insights into the underlying problem. An algorithm



pendently on each subdomain. Numerical results in-
dicate that the error convergence is suboptimal. We
reformulate the problem using mortar conditions on
the interface. Mortar conditions are generally used
in conjunction with finite element methods. These
conditions consist of integral constraints on the sub-
domain solutions. Our approach is a discrete mor-
tar method in the sense that we use a discrete inner
product instead of integrals. Additionally, we in-
clude constraints on the normal derivatives of the
subdomain solutions. We reduce the discrete mor-
tar OSC problem to an interface problem. We solve
this interface problem, and then solve OSC prob-
lems independently on each subdomain. Numerical
results indicate that this method gives optimal error
convergence.

We proceed to develop an efficient method for
solving the discrete mortar OSC problem. This effi-
cient method consists of three steps. The first and
the third steps require solving OSC problems inde-
pendently on each subdomain. Efficient methods for
these steps appear in the OSC literature and the cost
is O(N2 log N), where N is the number of subinter-



Caryn Knutsen, Kirsten Pyhtila, and Daniel
Newman

University of Colorado, Colorado Springs





A Symplectic integrator is a numerical method
that approximates the solution of a Hamiltonian sys-
tem of differential equations. Symplectic integrators
better approximate solutions of orbital systems over
the long term. Good approximation depends upon
choosing an efficient step sizea trade off between
speed and accuracy. Symplectic integrators are de-
signed to preserve certain differential invariants like
phase space volume. Since angular momentum and
energy are not preserved, it is the goal of our re-
search to compare symplectic integrators with gen-
eral purpose integrators using these physical proper-
ties. These provide a measure of the physical accu-
racy of computed solutions.

NONLINEAR MULTIRESOLUTION: NEW
DISCRETIZATIONS FOR ENO SCHEMES

Pascal Getreuer (getreuer@colorado.edu)
University of Colorado, Boulder

Essentially Non-Oscillatory (ENO) schemes are
nonlinear multiresolution decompositions designed
to efficiently represent piecewise smooth data. ENO
schemes are usually applied with either point-value
or cell-average discretization. This presentation will
show how to construct ENO and Harten schemes



grids are generated and transformed, and then a nu-
merical method is set up to solve the governing PDE.



Typically the subject is exposed to a stimulus such
as a picture, word, or sound. The EEG records the
brain waves before and after the stimulus. In any one
EEG recording from a subject there is noise, mask-
ing the underlying brain activity associated with the
stimulus. To reduce this noise multiple trials are con-
ducted by displaying the same stimulus to the sub-
ject. The raw data from the trials associated with
the stimulus of interest are then averaged together
creating an Event Related Potential (ERP).

The EEG data before the stimulus is assumed
to be uncorrelated with the stimulus and therefore
merely ongoing brain activity. When the EEG tri-
als are averaged, these data are assumed to cancel
each other out. The post-stimulus ERP usually dis-
plays a waveform that is associated with the stimu-
lus. Though ERPs are often used in current psycho-
logical research, it is unknown whether the resulting
waveform after the stimulus is due to an increase in
amplitude of ongoing brain activity at particular fre-
quencies, a form of phase reset inside the brain, or a
combination of both.

To identify if the ERP waveform is produced
by phase resetting a new method is being devel-
oped. First a Morlet wavelet is applied to the raw
EEG data for each of the trials. This shows the fre-
quency bands that are primary contributers to the
signal at a given time. For each trial, frequency,
and time step the phase is then computed. Using
directional statistics, the variance of the phases is
computed. According to the literature the phases
before the stimulus are expected to be uncorrelated.
In this case being uncorrelated translates to the pre-
stimulus data having a higher variance than the post
variance data. Using the pre-stimulus variances as a
control group, it can determined if the post stimulus
phase variances are significantly different from the
pre-stimulus variances. This talk will present the re-
sults of research work done to date and will discuss
future work in this area.

AUTOMATED AUTHORSHIP
ATTRIBUTION USING ARTIFICIAL

NEURAL NETWORKS
Kye Taylor (Kye.Taylor@colorado.edu)

University of Colorado, Boulder

Advisor: M.O. Tearle

Neuro-computing provides a novel opportunity
to investigate the disputed or unknown origins of

literary works that until recently could receive only
subjective review in deciding authorship. Results are
obtained using a ”Committee of Machines” where
each committee member is a multi-layer perceptron
(MLP) trained to differentiate between works of dif-
ferent authors based on stylometric parameters that
are assumed to be indicative of an author’s style.
Different variables that quantitatively measure word
collocations, proportionate pairs, words per sentence,
letter spacing, etc., are used as inputs to each net-
work. The networks are then trained on known works
of contempories such as William Shakespeare and
Thomas Marlowe before making a decision on an un-
known or disputed work by one of these authors.

In designing each network in the committee, m

different discriminators on the literature were mea-
sured. Assuming all m are helpful in classifying any
given sample, each neural network would consist of
m input neurons, a hidden layer of n neurons and fi-
nally an output layer of a single neuron correspond-
ing to either a match or not between the work being
investigated and a given author. The neurons in each



ited data.

IDENTITY VERIFICATION IN
ELECTRONIC VOTING

Brenda Christensen


